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TECHNICAL MEMORANDUM

The nterrelated concepts of information, entropy, probability, and universal compu-
tation enjoy very wide application It is worth noting, though, that the successful
applications and theorems are mostly restricted to systems having a vast number of
particles or symbols For smaller systems, it is not clear how to quantitfy the informa-
tion/entropy/probability precisely. We argue that these are not just vague, academic
questions, but sometimes definite problems in practice.

Mathematics and computer science allow us to construct any number of inequivalent
probability measures. Even so-called “universal” probability measures can be quite
inequivalent. Deciding which of these best describes the real world is a task for empirical
science. As illustrations we consider the (1) information content of the genome and (2)
a practical “learning from examples” task.

Additional keywords: Universal Turing Machine, Universal Data Compression, Univer-
sal Prior, Algorithmic Complexity, Kolmogorov Complexity, Machine Learning.

1 Introduction

We celebrate the interrelated concepts of “entropy? “information content] “universal computer)
and “probability” as being among the greatest achievements of modern science. Despite (or perhaps
because of) their sacredness, we ought to examine their foundations. Doing so reveals some surprises.
For instance: (1) While there 1s no problem measuring precisely the entropy of a macroscopic system,
the situation 1s not so clear for a microscopic system (2) Certain data-compression schemes are
claimed to be optimal 1n the sense that they work essentially as well as any other, if not better. In
fact, though, compressor “A” might work better than compressor “B” when applied to application
“a” and vice versa when applied to application “b” The performance difference may well disappear
asymptotically when very long data-strings are considered, but the asymptotic performance is not






























